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ABSTRACT

In this work we introduce an anisotropic density-based clustering algorithm. It outperforms DBSCAN and OPTICS for the detection of anisotropic spatial point

patterns and performs equally well in cases that do not explicitly benefit from an anisotropic perspective. ADCN has the same time complexity as DBSCAN and

OPTICS, namely O(n log n) when using a spatial index, O(n2) otherwise.
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INTRODUCTION

Cluster analysis is a key component of modern

knowledge discovery. A wide range of clustering

algorithms, such as DBSCAN, OPTICS, K-

means, and Mean Shift, have been proposed and

implemented over the last decades. Many

clustering algorithms assume isotropic second-

order effects among spatial objects thereby

implying that the magnitude of similarity and

interaction between two objects mostly depends

on their distance. However, the genesis of many

geographic phenomena demonstrates clear

anisotropic spatial processes. Isotropic clustering

algorithms such as DBSCAN have difficulties

dealing with the resulting point patterns and

either fail to eliminate noise or do so at the

expense of introducing many small clusters. To

address this problem, we propose an anisotropic

density-based clustering algorithm.

Fig.3 Ground truth and best clustering result comparison for 6 synthesis cases and 4 real world cases.

Fig.1 Illustration for ADCN-Eps.
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Fig.2 Illustration for ADCN-KNN.

EVALUATION OF CLUSTERING QUALITY

We use two clustering indices - normalized mutual information (NMI), Rand

Index - to measure the quality of clustering results of all algorithms.

We generated 6 synthetic and 4 real-world use cases with 3 different noise

settings. In order to simulate a “ground truth” for the synthetic cases, we

created polygons to indicate different clusters and randomly generated points

within these polygons and outside of them. We took a similar approach for

the four real-world cases. The only difference is that the polygons for real

world cases have been generated from buffer zones with a 3m radius of the

real-world features.

As for the 30 test cases, ADCN-KNN has a

higher maximum NMI/Rand Index than

DBSCAN in 27 cases and has a higher

maximum NMI/Rand Index than OPTICS in

26 cases

EVALUATION OF CLUSTERING

EFFICIENCY

In order to enable a comprehensible

comparison of the run times of all algorithms

on different sizes of point datasets, we

performed a batch of performance tests. The

polygons from the 10 cases shown above

have been used to generated point datasets of

different sizes ranging from 500 to 8000 in

500 step intervals. The ratio of noise points to

cluster points is set to 0.25. Eps, MinPts are

set to 15, 5 for all of these experiments. The

median of the run times for the same size of

point datasets is depicted in Fig. 6. We

implemented an R-tree to accelerate the

neighborhood queries for all algorithms

Fig.4 NMI clustering quality comparisons.

Fig.5  Rand index clustering quality comparisons

Fig.6  Comparison of clustering efficiency with 

different dataset sizes; runtimes are given in ms.

CONCLUSION

We proposed an anisotropic density-based

clustering algorithm (ADCN). Synthetic &

real-world cases have been used to verify its

quality and efficiency compared to

DBSCAN & OPTICS. ADCN outperforms

DBSCAN & OPTICS for the detection of

anisotropic spatial point patterns and

performs equally well in cases that do not

show anisotropicity. ADCN has the same

time complexity as DBSCAN & OPTICS,

namely O(n log n) using a spatial index,

O(n2) otherwise. Its average runtime is

comparable to OPTICS. ADCN is

particularly suited for linear features such as

encountered in urban structures. Application

areas include social media data, trajectories

from car sensors, wildlife tracking, and so

forth.


