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Massive Unlabeled Geo-tagged Image Datasets
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Billions of unlabeled satellite images are collected from 
various sensors everyday (Figure from NASA Website)

Millions of unlabeled geo-tagged species images are 
collected everyday (Figure from iNaturalist Website)

Unlabeled RS Images Unlabeled iNaturalist Images

Unlabeled StreetView Images

Billions of unlabeled Mapillary StreetView  images are 
uploaded everyday (Figure from Mapiliary Website)

Unlabeled Flickr Images

Billions of unlabeled Flickr  images are uploaded everyday 
(Figure from Oxford Internet Institute)

https://appliedsciences.nasa.gov/our-impact/news/new-arset-interactive-training-meet-earth-fleet
https://www.inaturalist.org/observations?place_id=any&subview=map
https://www.mapillary.com/
https://www.businessinsider.com/heres-where-the-6-billion-photos-on-flickr-come-from-2013-10


Unlabeled v.s. Labeled Geospatial Image Datasets

3

Geographic coverages of labeled satellite/streetview image 
datasets of a collections of 15 benchmark tasks in the 
SustainBench dataset (Yeh et al., 2022)

Well-curated geospatial dataset, in contrast, have limited sizes, imbalanced geographic coverage, and potentially 
oversimplified label distributions

Solution: instead of only supervised training on labeled geospatial images, we build a multi-modal SSL 
framework between geo-locations and images on the massive unlabeled geo-tagged images.

Limited

Geographic coverage of labeled species fine-grained 
recognition dataset – NABird (Mai et al., 2023)



A Multimodal Pre-training Objective for GeoAI 

Build a contrastive pre-training objective between geospatial and visual signals
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Gengchen Mai, et al. CSP: Self-Supervised Contrastive Spatial Pre-Training for Geospatial-Visual Representations, In: ICML 2023.

Contrastive Spatial 
Pre-training

https://gengchenmai.github.io/csp-website/


Geo-Aware Image Classification
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Figure 2(a) Sup. Only: Geo-aware Supervised Learning (Mac Aodha et al., 2019; Mai et al., 2020b; Mai et al., 2023)



Geo-Aware Image Classification
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Figure 2(b) Img. Only: Image Encoder Pre-Training with Geographic Knowledge

● ImageNet Pretraining (Deng et al., 
2009): pre-training f() on ImageNet 
dataset; 

● Tile2Vec (Jean et al., 2019):  pretraining 
f() with an unsupervised geo-aware triplet 
loss; 

● Geo-SSL (Ayush et al., 2021) and SeCo 
(Manas et al., 2021): pretraining f() with a 
geo-aware contrastive loss; 

● GeoKR (Li et al., 2021a): pretraining f() in 
a teacher-student network by minimizing 
the KL loss between the image 
representations and a spatially aligned 
land cover maps M. 



Contrastive Spatial Pre-Training (CSP)
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Figure 2(c) Contrastive Spatial Pre-Training (CSP)



Contrastive Spatial Pre-Training (CSP)

Contrast the representations between geo-locations and images in a 
self-supervised learning manner in three ways:
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(a) In-batch negative sampling (b) Random negative location sampling (c) SimCSE sampling



Geo-Aware Image Classification
● CSP can improve model performance on both iNat2018 and fMoW dataset on both few-shot and 

fully supervised learning setting with various labeled training data sampling ratios. 
● On iNat2018, CSP significantly boosts the model performance with 10-34% relative improvement 

with various labeled training data sampling ratios.
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Fine-grained species recognition on iNat2018 dataset Satellite image scene classification on fMoW dataset



Ablation Study
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Ablation study 1: The effect of different 
SSL pre-training objectives

Ablation study 2: The effect of location 
embedding dimensions

Ablation study 3: The effect of different 
image encoders

Website: https://gengchenmai.github.io/csp-website/

ArXiv: https://arxiv.org/abs/2305.01118

Code: https://github.com/gengchenmai/csp

https://gengchenmai.github.io/csp-website/
https://arxiv.org/abs/2305.01118
https://github.com/gengchenmai/csp
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Reinforcement LearningNatural Language Processing Computer Vision 

Gato (Reed et al. 2022)

ChatGPT/GPT-4 (OpenAI. 2023)

Stanford Alpaca 

Segment Anying (Kirillov et al, 2023) Whisper (Radford et al. 2022)

Natural Language Processing Computer Vision Reinforcement Learning

Imagen (Saharia et al. 2022)

Foundation Models (FMs) in Different Domains

Signal Processing



Unique Challenges of GeoAI for FMs
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GeoAI Tasks

● Uniqueness of GeoAI Tasks: many data modalities which calls for multimodal 
approaches



A Multimodal FM for GeoAI
Vision: a multimodal FM for GeoAI that use their geospatial relationships as 
alignments among different data modalities.
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IJGIS Special Issue on Geo-Foundation Models
GeoFM: Foundation Models for Geospatial Artificial Intelligence
Relevant Topics Include

● Benchmark the effectiveness of foundation models on different geospatial applications
● Novel prompt engineering methods for geo-foundation models
● Zero-shot and few-shot learning with geo-foundation models
● Fine-tuning foundation models on various geospatial tasks
● Development of (multimodal) foundation models for GeoAI applications
● Societal impacts, risks, and biases of foundation models for geospatial problems
● Endeavors in gathering and curating large-scale geospatial datasets for training/finetuning/evaluating 

foundation models.
● …

Submission Procedure
Interested authors should first submit a short abstract (250 words max) to Krzysztof Janowicz 
(krzysztof.janowicz@univie.ac.at) and Gengchen Mai (gengchen.mai25@uga.edu) before September 23th, 2023. 
Important Dates

● Abstracts (no more than 250 words) Due: Sep. 23, 2023
● Decisions on abstracts: Sep. 30, 2023
● Full manuscripts Due: Nov. 30, 2023

Special Issue Guest Editors
Krzysztof Janowicz, University of Vienna & UC Santa Barbara (krzysztof.janowicz@univie.ac.at)
Gengchen Mai, University of Georgia, Athens, Georgia, USA (gengchen.mai25@uga.edu)
Rui Zhu, University of Bristol, Bristol, UK (rui.zhu@bristol.ac.uk)
Weiming Huang, Nanyang Technological University, Singapore (weiming.huang@ntu.edu.sg)
Ni Lao, Google, Mountain View, CA, USA (nlao@google.com)
Ling Cai, IBM Research, San Jose, CA, USA (lingcai@ibm.com) 14
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JAG Special Issue on Spatially Explicit AI & ML
Spatially Explicit Machine Learning and Artificial Intelligence

Relevant Topics Include
● Spatially Explicit AI for Geospatial Semantics
● Spatially Explicit AI for Remote Sensing
● Spatially Explicit AI for Urban Computing
● Spatially Explicit AI for Earth System Science
● Spatially Explicit AI for Computational Sustainability
● Spatially Explicit AI for Health
● …

Important Dates
● Submission deadline: March 15, 2024

Special Issue Guest Editors
Prof. Gengchen Mai, University of Georgia, USA (gengchen.mai25@uga.edu)

Prof. Xiaobai Angela Yao, University of Georgia, USA (xyao@uga.edu)

Prof. Yao-Yi Chiang, University of Minnesota-Twin Cities, USA, (yaoyi@umn.edu)

Dr. Weiming Huang, Nanyang Technological University, Singapore (weiming.huang@ntu.edu.sg)

Prof. Yiqun Xie, University of Maryland, College Park (xie@umd.edu)

Prof. Rui Zhu, University of Bristol, UK (rui.zhu@bristol.ac.uk)
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